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The decoupled layer quasi-two-dimensional glass phase of c-axis vortices in optimally doped
Bi2Sr2CaCu2O8+� �BSCCO� exhibits low-temperature metastability, the onset temperature of which is coinci-
dent with the peak in depinning current for zero-field-cooled sample preparation. We present experiments in
strongly underdoped BSCCO showing similar metastability and develop a model for pinning dynamics where
metastability results from progressive loss of thermal contact. The model accounts well for the field-
temperature locus of the metastability and for the irreversibility and memory effects. We conclude that the
metastability arises from a nonsingular dynamic crossover and does not mark a phase transition.
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I. INTRODUCTION

A two-dimensional �2D� glass differs from the usual
three-dimensional �3D� structural glass. The latter is often
viewed as a dynamical freezing in of structural disorder on
cooling through a first-order thermodynamic liquid-solid
transition without being able to rearrange so that the struc-
ture becomes stuck in a single of many thermodynamically
equivalent disordered configurations. In two dimensions,
where the liquid-to-crystal transition can be of infinite order
with no discontinuity in entropy and no nucleation barrier to
overcome,1–3 the glass transition can be a thermodynamic
transition in presence of disorder, shifting solidification to
lower temperature.4,5 Different disorder configurations might
then be more accessible to exploration at temperatures below
the glass transition. Our experiments, sensitive to disorder,
support this view by showing that the disorder is still being
dynamically sampled at all temperatures below the glass
transition but that the sampling rate slows progressively as
the temperature is reduced to give rise to metastability ac-
companied by field and temperature hysteresis strikingly
similar to that found in 3D spin glasses.6

We investigate a 2D glass composed of supercurrent vor-
tices. These constitute a very convenient system for studying
the interaction and disorder problem: they are interacting ob-
jects which couple to disorder of the host material, their den-
sity is easily manipulated with the magnetic field and the
interaction and persistence length can be varied by control-
ling the superconducting charge density. A quasi-two-
dimensional system of vortices is created by applying a mag-
netic field perpendicularly to the strongly superconducting
layers of a very anisotropic high-temperature supercon-
ductor, namely, Bi2Sr2CaCu2O8+� �BSCCO�. Because the
coupling from plane to plane is weak, the vortex lines can
easily lose continuity and spatially order themselves within
each plane independently to form a collection of independent
quasi-two-dimensional structures over a large temperature
range. The disorder in the planes transforms what would
have been 2D-ordered solids at low temperature into a deco-

rrelated stack of 2D glassy solid structures of vortex seg-
ments �“pancake” vortices�. The disorder in the vortex glass
is observed by measuring the force required to depin it with
a transport current.

Our host material BSCCO is a layered high-Tc �critical
temperature� superconductor with exceptionally low Joseph-
son coupling between strongly superconducting planes. The
high anisotropy carries over into the interaction between the
in-layer vortices set up by a perpendicular magnetic field.
The vortices interact logarithmically within the plane and
both magnetically and by Josephson coupling between
planes. While material inhomogeneity imposes the disorder,
hole doping controls Tc, in-plane interaction and Josephson
coupling strengths. Together with the wide range of thermal
fluctuation afforded by the high Tc, these features allow ac-
cess to a large variety of vortex structural phases. Experi-
ments on optimally doped �for maximum Tc� material have
shown that the vortices order in a classical 3D Abrikosov
lattice at low fields, but quickly undergo a first-order transi-
tion �FOT� at higher fields into a stack of 2D glassy solids
with evanescent correlation between layers. The field-
temperature diagram of Fig. 1 shows the domains of exis-
tence of the various phases.7–10

The pinning of vortices in the 2D glass phase by host
disorder is transmitted to the structure as a whole by virtue of
the shear strength of the solid phase and this immobility of
the totality of the vortices leads to vanishing dissipation
�zero superconductor resistance�. Above a temperature
Tirr�H�, however, the magnetic moment has been found to
become reversible,11 signaling finite, though still nonlinear,
vortex mobility. This is variously regarded as a 2D melting
or glass transition.12 This 2D glass phase displays a low-
temperature region in which metastable configurations can
exist, as revealed by irreversibility to field or temperature
cycling.13 The �H ,T� plane boundary line Tp�H� of this re-
gion lies below the irreversibility line Tirr�H� and coincides
with a peak in the threshold current for finite resistivity when
the sample has been prepared by setting the field at low
temperature. This latter feature has so far not received any
satisfactory explanation and is in the focus of the present
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work. Our experiments lead us to argue that the metastability
results from a nonsingular slowing down in the dynamics of
exploring different configurations to the time scale of the
experiment, and not to a phase transition. We present a
model which accounts well for the Tp�H� dependence of the
onset locus, for the characteristic features of the irreversible
response to field and temperature and for the coincidence of
the peak in threshold current with the onset of metastability.

II. EXPERIMENT

We have complemented our previous experiments on op-
timally doped BSCCO �Ref. 13 and 17� with an additional
set of experiments on strongly underdoped �Tc�50 K�
samples. The underdoped single crystals were grown by melt
cooling and the doping was controlled by replacement of Ca
by Pr. The chemical composition determined by secondary
neutral mass spectrometry was Bi2Sr2Ca0.87Pr0.13Cu2O8+�

with critical temperatures as measured by zero-field resis-
tance of 53 K and 51 K and transition widths of �7 K.
Electrical contacts were made by bonding gold wires with
silver epoxy fired in O2 at 900 K; the �3 � current contacts
enveloped the ends of the �1.2�0.5�0.005 mm3 samples
and extended onto the two faces by �100 �m. The
�70 �m dotlike potential contacts were placed symmetri-
cally near the edges about 600 �m apart. The samples were
mounted in the temperature-controlled bore of the same su-
perconducting quantum interference device �SQUID� magne-
tometer which was used for the magnetic-moment measure-
ments.

A. Measurement

Two types of measurements were made: longitudinal volt-
age response to fast �10 �s duration to avoid sample
heating13� triangular current pulses of up to 400 mA and

contactless magnetic moment with a SQUID. Because the
underdoped samples taken from two different batches fabri-
cated one year apart gave similar results, we take them to be
generic. The low-temperature V-I characteristics show non-
linear prethreshold response terminating in a break in slope
at a threshold current Ith.17 The sensitivity to thermal and
magnetic history in the metastable region led us to adopt a
standard protocol: cool from T�Tc at 4 K min−1 to the
preparation temperature, applying the field before cooling for
field-cooled �FC� and after cooling for zero-field-cooled
�ZFC�. Measurements were made on warming unless stated.
Three examples of V-I response curves from which threshold
currents are derived are given in Fig. 2.

The temperature dependence of the threshold currents at
constant field for FC and ZFC always has the general fea-
tures of Fig. 3. On warming, the low-temperature ZFC
threshold increases to reach a maximum at temperature Tp,
the same point at which the FC Ith�T� shows an inflection or
at most a broader, less marked maximum. Beyond Tp, both
preparations show the same response with Ith decreasing
roughly as T−2. Over the whole region T�Tp�H� the V-I
characteristics reveal metastability; V-I curves for FC be-
come identical to those for ZFC if we impose a return field
excursion up or down of ��H��200 Oe. Repeated current
pulses also transform the FC V-I toward the ZFC response,
but never to fully attain it. The ZFC response, stable to field
cycling, is irreversible in temperature. Figure 3�b� shows that
the threshold current of a sample ZFC, prepared at low tem-
perature T0�Tp then heated at constant field to T1�Tp and
recooled, remains at the value it acquired at T1. The same
cycling phenomena are found for both optimal and under-
doping, but only the underdoped samples show sensitivity to
current pulses.

Figures 1 and 5 show how the metastability boundaries
Tp�H� for optimal and underdoped BSCCO map onto one

FIG. 1. �Color online� Principal boundaries for optimal and
strongly underdoped BSCCO. The FOT for optimal doping was
determined by local magnetic moment, Refs. 7 and 14, second mag-
netic hysteresis peak, Ref. 15, muon spin resonance, Ref. 10, neu-
tron scattering �Ref. 8�, and Josephson plasma resonance, Ref. 16.
No FOT has been found for the present strong underdoping. Hirr�T�
corresponds to the onset of irreversibility of the magnetic moment,
Ref. 11, signaling a glass phase. The metastability sets in below the
peak Tp�H� in ZFC threshold current, Ref. 13.

FIG. 2. �Color online� Experimental response of longitudinal
potential drop vs superconductor transport current. The top and bot-
tom frames refer to the same data which contribute to Fig. 3�a�
while the arrows refer to increasing or decreasing current sweeps
which occur in consecutive pairs.
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another on scaling the temperature by Tc, with no scaling of
the field, suggesting that the metastability does not depend
on the crossover field for interplanar interaction18,19 unlike
the magnetic irreversibility lines. Furthermore, the relation-
ship to the irreversibility line differs: the underdoped irre-
versibility merges with the metastability above about 4 mT,
whereas the optimally doped irreversibility always lies well
above the metastability, with any tendency to merge appear-
ing only at the highest fields ��10 T�. It is probable that we
are always in the quasi-two-dimensional phase at low tem-
perature for underdoping, for we found no second peak in the
magnetic hysteresis which, for optimal doping at least, sig-
nals the 2D to 3D transition.

B. Interpretation

Potential drop along a face arises from vortex motion
across it, but the current density driving the vortices depends
on how the interplane Josephson coupling modifies the cur-
rent penetration, with the consequence that the ab-face
threshold current becomes a combination of ab plane and
c-axis thresholds.20 For optimal doping the variation in the
ab-face threshold current resembles that from bulk21 and
mesa22,23 c-axis transport and Josephson plasma resonance,16

leading us to suppose that it is dominated by the c-axis
threshold. The resemblance to our underdoped ab face re-
sults suggests a similar situation: the threshold currents show
principally the behavior of the c-axis Josephson critical cur-
rent JJ=JJ

0�cos 	n,n+1� between planes, 	n,n+1 being the su-
perconductor phase difference between neighboring planes.24

Lower disorder increases plane-to-plane correlation and en-
hances the critical current, implying that the ZFC state is

more disordered than the FC. For given field and tempera-
ture, all values between FC and ZFC extremes can be at-
tained, either by waiting17 or by field or temperature
cycling,13 indicating a multiplicity of inequivalent, nonequi-
librium disorder states.

III. UNDERSTANDING

We must understand the form of the metastability onset
line Tp�H�, its scaling between samples of different doping,
the memory effects on temperature cycling and the astonish-
ing sensitivity to field excursion. Any model must explain
low-temperature metastability over times longer than the du-
ration of the experiment, but admit sweeping through a large
spread of different states on warming even though on recool-
ing it remembers the turnaround state. This constraining set
of features is contained in a simple model of Kramers escape
kinetics in a strong pinning scenario which describes the
structural dynamics as vortices trap and detrap on local dis-
order before losing contact with the thermal bath at low tem-
perature. The sensitivity to sample preparation derives from
compressive motion of the vortex network as the field is
varied: for FC, the network is fixed whereas for ZFC the
field variation sweeps the vortices over the traps enabling
capture and consequently access to different disorder con-
figurations not necessarily attained in thermal equilibrium.

A. Model

Traps are supposed randomly distributed over the plane of
the sample. The vortices constitute the vertexes of a regular
elastic net, the cell size of which is determined by the mag-
netic field-vortex density relation and the elastic constants of
which are set by the vortex-vortex interactions. The net is
deformed by a vortex-trap interaction sufficiently sharp and
deep that a vortex either remains centered on the undeformed
net vertex or falls into a trap with concomitant elastic defor-
mation of the net around it. The partition between trapped
and untrapped vortices—or filled and empty traps—is deter-
mined by contact with a thermal reservoir which is modeled
by Kramers escape rates. As the temperature is reduced there
comes a “thermal disconnection” point below which thermal
equilibrium cannot be established on the time scale of the
experiment and metastability is observed in any phenomenon
which is sensitive to the partition. In our experiment the
phenomenon is the threshold current for dissipation which is
determined by the disorder engendered by vortices attached
to random traps. An important feature of this model is that as
the field is varied the net shrinks or expands, thereby sweep-
ing the vortices over the traps. Because the traps are ran-
domly distributed, this appears in the reference of the net cell
as random motion of traps moving in and out of the cell. For
sufficient variation, any trap samples all positions in the cell.

Disorder is represented by strong, randomly positioned
but dilute �many vortices per trap� traps with a distribution of
trapping energies. We neglect interaction between trapping
events. Traps are modeled by randomly distributed nonsuper-
conducting defects. The potential seen by a vortex at distance

 from a trap of radius � is represented by an excluded

FIG. 3. Threshold current for FC and ZFC preparation at lowest
temperature: �a� underdoped sample in B=0.15 T, showing insta-
bility to a return field excursion �B= �200 G and aging from a
succession of current pulses �I; �b� optimally doped sample where
the effects of thermal cycling are also shown. Arrows indicate in-
creasing or decreasing temperature.
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volume potential −W�
��Ekin�� /
�2 truncated as 
→�+

to EB�Ekin ln � /
 for ��
, the in-plane coherence length.
Ekin= ��0 /4��ab�2s, where s is the interplane spacing, �0 is
the flux quantum, and �ab is the in-plane London screening
length. It is the characteristic kinetic energy for a pancake
vortex ��700 K for optimal doping�. A trap at position R
from the center of a Wigner-Seitz �W-S� cell of radius a
=�B /��0 preferentially captures the vortex of its own cell at
an elastic strain energy cost of We��R�=Ee��R /a�2, where
Ee��Ekin. The sum of these two energies has the asymmetric
double-well structure of Fig. 4. As is easily appreciated from
the figure, the thermal equilibrium trap occupancy �p�
=1 ∀ R�Rc while �p�=0 ∀ R�Rc, in the low-
temperature limit T�Ee� ,EB, where exp�We�−EB� /T→�, Rc
being the radius at which the energy of the two wells is
equal: We��Rc�=EB.

B. Metastability onset temperature

The thermal equilibration rate between wells25 is deter-
mined by a sum of two processes: �eq

−1�T ,R�=k�n→tr+ktr→�n,
where ktr→�n= f tr exp− �Es−Etr� /T is the Kramers escape rate
from trap to lattice node and k�n→tr= f�n exp− �Es−E0� /T is
the inverse, Es being the energy at the saddle point between
the two wells which lies along a radius toward the origin.
The barrier to escape from the lattice node Es−E0=We��R�
−�E and that for escape from the trap Es−Etr=EB−�E,
where �E=3�Ee�

2 Ekin�1/3�R /a�2/3�� /a�2/3 is calculated from
the position of the saddle point of the potential. The relax-
ation rate is thus a function of the radial position R of the
trap in the W-S cell. Up to the crossover radius Rc, the first
term dominates with activation energy EA=Ee��R /a�2−�E
while beyond it the second term with activation EA=EB
−�E takes over with a steadily decreasing activation energy
on approaching the cell edge, reflecting the lowering of the
saddle point by the increasing slope of the elastic potential.
The dominant activation energy is shown as the dot-dashed
line on the left of Fig. 4. To re-establish equilibrium over the
duration �ex�102 s of the experiment requires that

�eq
−1�T ,R���ex

−1, setting the temperature below which trap oc-
cupation can be metastable. On cooling, thermal contact is
first lost for traps at R=Rc which have the highest escape
barrier; writing �E /EB in dimensionless form and Tp0
=EB / ln�f tr+ f�n��ex, this onset temperature is given by

Tp�H� = Tp0�1 − �h1/3� �1�

h=H /Hc2 and �=3�Ee� /Ekin�1/3�� /�2
 ln � /
�2/3�1. We
evaluate the escape rate prefactors by noting that the dynami-
cal equations of vortices have the same form as massless
electrons in a magnetic field. By transposing the results of
Ref. 26 for the latter, we evaluate f tr�� /2m��
2+�2�
�1012 s−1 and f�n= �Ee� /Ekin�� /2m�a2= �Ee� /Ekin�eB /4m�c
�5�1010 s−1 at B=1 T. Typically ln f�ex�30.

Equation �1� is compared with the observed metastability
onset line in Fig. 5, from which we find Tp0=0.27Tc for both
dopings while ��1.8 for optimal and ��1.5 for under dop-
ing. As regards scaling, Ee��Ekin, the characteristic energy
of EB, is linear in ns /m� �m� is the mass of the superconduct-
ing charges�. Tc is reported also to depend linearly on
ns /m�,27 suggesting that Tp0 should scale with Tc, at least to
logarithmic accuracy in � /
, as it appears to do between our
two samples of very different Tc. Using the estimates of es-
cape rate prefactors, the experimental values for Tp0 yield
EB�770 and 460 K for optimal and underdoped BSCCO,
respectively, comparable to more direct, independent esti-
mates for Ekin.

C. Sensitivity to field variation

Varying the field compresses or expands the vortex lattice,
slipping it with respect to the spatially fixed but randomly
positioned traps. Viewed from the perspective of the traps,
they find themselves moving through all positions in the W-S
cell. When near the origin of the cell, they capture its vortex.
To estimate the field increment necessary to allow any one
trap to sample all positions in the cell, we note that an incre-
ment �H induces a vortex displacement u according to
n� .u��n=�H /�0 and that in circular geometry 2ur
=r�n /n. For disk radius L and effective cross-section �Rc
�a, the entire area of the disk is swept out by the network of

FIG. 4. �Color� Right side: sum of elastic and trapping potentials
as a function of displacement r of vortex from its lattice node. a is
the Wigner-Seitz radius, R the position of the trap. Left side: the
black dot-dash line shows the dominant activation energy EA of the
Kramers escape processes as a function of trap position. Intersec-
tions of the horizontal line T ln f� with EA�R� delimit the meta-
stable zone in the W-S cell.

FIG. 5. �Color online� Experimental points and fit to Eq. �1� for
the metastability boundary for optimal and underdoped samples.
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vortices when 	aurnrdr�L2 or, in terms of field variation,
��H���Hconv�3�0 /aL=3��H�0 /L2. For a typical experi-
ment at �0H=1 T on a disk of radius L=0.2 mm, a field
variation in excess of only about �Hconv�10 G could en-
sure that all traps have captured a vortex, maximizing the
disorder because any filled trap in the metastable zone re-
mains trapped. The variation required experimentally was
about 102 G.

D. Nonequilibrium fraction at T�Tp(H)

Metastability exists when T ln f��EA, the activation en-
ergy of the dominant Kramers rate, condition represented on
the left of Fig. 4 by the horizontal line crossing EA�R�. The
intersections at RD and RD� delimit the metastable zone within
the W-S cell and TD� is the temperature at which the outer
equilibrium zone disappears. Metastability appears at the
cusp point of the crossover of activation energies at R=Rc as
given by Eq. �1�. At lower temperature, the cell is divided
into two thermalized zones: R�RD with equilibrium trap
occupancy �p�=1 and RD� �R�a with �p�=0. Trap occu-
pancy of the middle, metastable, zone is preparation depen-
dent. For FC preparation �p�=1 for R�Rc and �p�=0 for
R�Rc. Field variation ��H���Hconv at fixed temperature T0
establishes contact between it and the two equilibrium zones
to give an intermediate value if TD� �T0�Tp, but the outer
zone vanishes when T�TD� and the trap occupancy is then
set by the inner region alone whence �p�=1 is transmitted to
the entire cell area by traps transiting the inner capture zone.

The uniform spatial distribution of traps of fixed EB al-
ready leads to the spread Tp0�h1/3
�Ee� /EB�1/3−1� in thermal
disconnection temperatures, seen for R�Rc on the left of
Fig. 4, and results in progressive growth of the metastable
zone, but only over TD� �T0�Tp. To account for the progres-
sive behavior still observed at the lowest temperatures would
require that TD� →0 which in its turn demands an unreason-
ably extreme value of the ratio Ee� /Ekin�6 if the value of
Tp0 is unique. However it is reasonable to expect a spread in
Tp0�EB��� accruing from a spread in �; this too extends the
interval over which trap occupancy is progressively frozen
in. A uniform distribution of Tp0 over the interval �0,Tmax

would result, for ZFC preparation at T0�T, in a concentra-
tion of occupied traps

c�T� � c0�Tmax − T

Tmax
+

T2

2Te�Tmax
� , �2�

where T0�T�Tmax, T�EB�Ee�, Te�=Ee� / ln f tr�ex, and c0
is the total trap concentration. Equation �2� is illustrated by
the dotted line on Fig. 6. If the samples were ZFC prepared
at zero temperature, all the traps would be occupied—
occupancy 1 in the figure—and, upon heating, the zone over
which the traps thermalize grows, emptying traps and de-
creasing the disorder to reach a minimum �floor� in trap oc-
cupancy at T�Tmax=Tp. Experimentally we observe a
threshold current proportional to the Josephson c-axis thresh-
old which is reduced by disorder. The sketch of the threshold
current in Fig. 6 is what is to be expected if the reduction
were to be linear in trap occupancy ��Ith

c /�c�0�. The mea-
sured threshold though depends on total disorder, so we must

also add in the effect of vibrational fluctuations which trans-
form what would have been a high-temperature T�Tp pla-
teau from the quasistatic disorder contribution, seen in the
figure, into the decreasing function of temperature seen in
experiment.

The thermal cycling experiments of Fig. 3 involve ZFC or
field sweep preparation at temperature T0�Tp followed by
warming to T1�Tp and recooling at constant field. On
warming to T1�Tp, some traps empty by becoming ther-
mally connected and have no reason to refill on recooling if
the field is held constant, as indeed found experimentally
�Fig. 3�b�
.

IV. CONCLUSION

Our experiments have shown that the 2D vortex glass
phase in strongly underdoped BSCCO has the same generic
behavior as for optimal doping. Both show metastability be-
low a field-dependent temperature. There has been some
doubt as to whether or not this metastability line betrays yet
another phase transition. We conclude from the present study
that it results from a dynamic crossover where thermal equi-
librium between trapped and untrapped vortex sites is lost as
the thermal relaxation becomes slower than the duration of
the experiment. It does not, in itself, signal a phase transi-
tion, unless of course one chooses to define a glass transition
by a freezing in of some disorder, but then one would have to
accept that it occurs progressively over Tp�T�0. To sup-
port our view we have shown that a simple model for the
thermal relaxation dynamics, based on Kramers escape rates
in an asymmetric double well, can account for all the fea-
tures observed in the transport measurements: the functional
dependence of the metastability onset temperature on field
and its scaling with Tc, the differences between field-cooled
and zero-field-cooled sample preparations, the extreme sen-
sitivity to field variation with conversion from field-cooled to
zero-field-cooled V-I characteristics, the unusual increase in
threshold current with temperature from a low-temperature
zero field-cooled state as well as the coincidence of the peak
in threshold current with the disappearance of metastability.
These slow relaxation fluctuations are superimposed on the
fast vibrational disorder. Although the onset of metastability

FIG. 6. �Color online� Prediction �Eq. �2�
 of the model for trap
occupancy on warming from a zero-field-cooled preparation. The
c-axis threshold current curve is deduced from the trap occupancy
supposing the two to be linearly related.
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does not in itself mark a phase transition, activated slow-
down can only set in once the glassy solid phase is attained
so that the metastability and magnetic irreversibility lines
can, but do not necessarily, merge. The essential hypothesis
is a disordered multiwell situation in configuration space, but
as that is not unique to strong pinning, the success of our
model is not a definitive proof of this type of pinning, but the
reasonableness of the parameters required to fit experiment
does give it some credence.

Clearly this 2D glass is not stuck irremediably in a sole
disorder configuration as in 3D glasses. Nonetheless, the re-
markable likeness to the preparation history properties of the

3D spin-glass susceptibility, both in observation6 and in
modeling,28,29 points to more similarity between the two sys-
tems than one might have expected.
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